
Before the
FEDERAL COMMUNICATIONS COMMISSION

Washington, DC 20554

In the Matter of )
)

Implications of Artificial Intelligence ) CG Docket No. 23-362
Technologies on Protecting Consumers from )
Unwanted Robocalls and Robotexts )

COMMENTS OF CONSUMER REPORTS

Grace Gedye
Justin Brookman
Consumer Reports
607 14th St NW, Suite 725
Washington, DC 20004



Consumer Reports writes in support of the Federal Communications Commission’s (FCC)
proposed rule regarding artificial intelligence-generated robocalls. We are pleased the
Commission is taking action on this important issue. Unwanted calls are a persistent source of
frustration for consumers, and the rise of AI technology may supercharge deception and fraud.

AI voice and audio tools offer a much higher level of conversational fluency than previous
automated or pre-recorded messages, unlocking the possibility of much more lifelike – and
potentially deceptive – robocalls. OpenAI offers a voice assistant product that can speak in fluid,
realistic sentences, and quickly parse input speech.1 Google offers a similar product with Gemini
Live.2 Already, consumers have been on the receiving end of calls that seemingly use AI voice
tools to defraud or mislead them.3

We support the Commission's proposal to require callers initiating AI-generated calls to disclose
to the called party that the caller is using AI technology. With that information, consumers can
end the call if they do not wish to proceed. If they decide to proceed, they’d be armed with the
knowledge that they are not interacting with a human, and therefore would be less likely to
experience confusion. If the disclosure is short and to the point, this is information that
consumers can understand and act on.

We appreciate that the Commission seeks comment on the privacy implications of call detection,
alerting, and blocking technologies. The content of consumers’ phone calls is highly sensitive
and highly private data. It reveals the nature of our most intimate relationships, health issues,
proclivities and vulnerabilities. Call detection and blocking technologies can be useful to
consumers, and there are steps companies can take to make their products more secure, such as
running software locally on consumers’ phones and not engaging in secondary data usage.

But while companies developing these technologies may initially offer products that respect
consumers’ privacy, there is little to stop them from later deciding that the content of consumers’
calls is in fact valuable for other purposes—such as profiling and ad targeting. For example, after
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Google acquired DoubleClick, an online advertising company, it initially kept the DoubleClick’s
massive stores of consumer browsing data separate from the names, email addresses, and other
identifying information it gleaned from users thanks to Gmail logins and other Google products.4

Then, with a quiet change to its privacy policy in 2016, Google gave itself permission to merge
that data and match named users to online ad tracking.5 Similarly, Meta used to promise that it
wouldn’t use the consumer data it gathered via ‘Like’ buttons embedded on sites across the
internet for commercial purposes.6 Then, in 2014, Meta changed its mind and announced that it
would use the data it collected via the ‘Like’ button and other tools to track people online for ad
targeting.7 Companies may say that they won’t repurpose consumers’ hypersensitive call data,
but they don’t have a good track record of sticking to their promises.

Consumer Reports supports the Commission's rulemaking, as do our members. Below we’ve
attached a petition signed by more than 50,000 consumers in support of the rulemaking.
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