
Januar\ 14, 2022

Dr. Eric Lander
Director
Office of Science and Technolog\ Polic\
1600 Penns\lYania AYe, NW
Washington, DC 20500

Re: NRWice Rf ReTXeVW fRU IQfRUPaWiRQ RQ PXbOic aQd PUiYaWe SecWRU UVeV Rf BiRPeWUic
TechQRORgieV

Dear Director Lander:

Consumer Reports (CR) Zrites toda\ in response to the Request for Information on Public and
PriYate Sector Uses of Biometric Technologies. Consumer Reports is an e[pert, independent,
non-profit organi]ation Zhose mission is to Zork for a fair, just, and safe marketplace Zith and
for all consumers and to empoZer consumers to protect themselYes.1

Biometrics and biometric processing using artificial intelligence can haYe man\ positiYe
applications. Diagnostics is an area Zhere, if used appropriatel\, AI can perhaps help identif\
disease from medical scans before doctors are able to.2 Gait anal\sis can be used to assist in
ph\sical therap\ rehabilitation.3 Using biometric processing like monitoring Zhether a driYer is
pa\ing attention to the road can help improYe public safet\.4 HoZeYer, some companies

4 KaWe Ka\e, "The infrasWrXcWXre laZ jXsW gaYe a boosW Wo conWroYersial driYer-moniWoring AI Wech
companies," PURWRcRl, NoYember 23, 2021,
hWWps://ZZZ.proWocol.com/enWerprise/driYer-moniWoring-ai-infrasWrXcWXre-bill

3 ProWoKineWics, "MeasXring GaiW FXncWion," hWWps://ZZZ.proWokineWics.com.

2 Denise Grad\, "A.I. is Learning Wo Read Mammograms," The NeZ YRUk TiPeV, JanXar\ 1, 2020.
hWWps://ZZZ.n\Wimes.com/2020/01/01/healWh/breasW-cancer-mammogram-arWificial-inWelligence.hWml.

1 FoXnded in 1936, ConsXmer ReporWs (CR) is an independenW, nonprofiW and nonparWisan organi]aWion
WhaW Zorks ZiWh consXmers Wo creaWe a fair and jXsW markeWplace. KnoZn for iWs rigoroXs WesWing and raWings
of prodXcWs, CR adYocaWes for laZs and compan\ pracWices WhaW pXW consXmers firsW. CR is dedicaWed Wo
amplif\ing Whe Yoices of consXmers Wo promoWe safeW\, digiWal righWs, financial fairness, and sXsWainabiliW\.
The organi]aWion sXrYe\s millions of Americans eYer\ \ear, reporWs e[WensiYel\ on Whe challenges and
opporWXniWies for Woda\'s consXmers, and proYides ad-free conWenW and Wools Wo 6 million members across
Whe U.S.
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deYeloping products that deplo\ biometric processing techniques are engaging Zith
pseudoscientific claims that could lead to massiYe consumer harms. Certain companies are using
biometric technologies to attempt to infer indiYiduals' behaYioral, cognitiYe, or emotional states.
Often, hoZeYer, these technologies use underl\ing methods and processes that are not based in
science and can therefore haYe discriminator\ or otherZise harmful impacts on indiYiduals being
anal\]ed.5 At Zorst, some of these technologies are reYiYing pseudoscientific racism Zhich has
been debunked man\ times oYer.6 Companies designing these algorithms can e[ploit biometric
features including faceprints, retina/e\e scans, or an indiYidual's gait or gestures in order to
attempt to predict certain characteristics about the indiYidual. These technologies can e[clude
people from opportunities or mark them as a threat or "high-risk" in a particular situation based
on little or fraudulent eYidence.7 In this comment, Ze Zill e[pand on the different t\pes of
biometric processing, the concerning claims companies make about their products, and hoZ
indiYiduals can be impacted b\ these technologies. We Zill then discuss hoZ e[isting legislation
applies to these technologies and propose best practices and polic\ recommendations to mitigate
harm.

We haYe seYeral recommendations to mitigate the harm that can occur due to algorithms used to
make subjectiYe predictions or classifications about indiYiduals. Specificall\:

● CRPSaQieV VhRXOd be SURhibiWed fURP deYeORSiQg aQd VeOOiQg aOgRUiWhPV WR PaNe
SUedicWiRQV abRXW SeRSOe'V behaYiRUaO, ePRWiRQaO, aQd cRgQiWiYe VWaWeV ZiWhRXW
URbXVW eYideQce WR VXbVWaQWiaWe aQ\ cOaiPV.

● CRPSaQieV VhRXOd QRW be XViQg aOgRUiWhPV WR PaNe SUedicWiRQV abRXW SeRSOe'V
behaYiRUaO, ePRWiRQaO, aQd cRgQiWiYe VWaWeV, SaUWicXOaUO\ iQ VecWRUV ZheUe OiPiWed
cRQWeVWabiOiW\ Rf WheVe deciViRQV cRXOd eQdaQgeU Whe iQdiYidXaO RU deSUiYe WheP Rf
Oife RSSRUWXQiWieV.

● BiRPeWUic SURceVViQg, iQcOXdiQg ePRWiRQ, cRgQiWiYe, aQd behaYiRU SUedicWiRQV, VhRXOd
be VigQificaQWO\ cXUWaiOed iQ SXbOic VSaceV.

7 SeWh Colaner, "AI phrenolog\ is racisW nonsense, so of coXrse iW doesn'W Zork," VeQWXUeBeaW, JXne 12,
2020,
hWWps://YenWXrebeaW.com/2020/06/12/ai-Zeekl\-ai-phrenolog\-is-racisW-nonsense-so-of-coXrse-iW-doesnW-Zo
rk/

6 CaWherine SWinson, "ResXrrecWion of phrenolog\? AI's qXesW Wo link facial feaWXres and criminaliW\ has a
shad\ VicWorian legac\," GeQeWic LiWeUac\ PURjecW, SepWember 9, 2020,
hWWps://geneWicliWerac\projecW.org/2020/09/09/resXrrecWion-of-phrenolog\-ais-qXesW-Wo-link-facial-feaWXres-a
nd-criminaliW\-has-a-shad\-YicWorian-legac\/.

5 ArYind Nara\an, "HoZ Wo Recogni]e AI Snake Oil," PUiQceWRQ UQiYeUViW\,
hWWps://ZZZ.cs.princeWon.edX/aarYindn/Walks/MIT-STS-AI-snakeoil.pdf
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● IQcUeaVed fXQdiQg aQd UeVRXUceV fRU ageQcieV WhaW eQfRUce aQWidiVcUiPiQaWiRQ OaZ, aV
ZeOO aV Whe FTC, WR gR afWeU aQd ideQWif\ cRPSaQieV WhaW aUe eQgagiQg ZiWh
biRPeWUic-UeOaWed SVeXdRVcieQWific cOaiPV iQ Whe AI VSace. AgeQcieV eQfRUciQg
aQWidiVcUiPiQaWiRQ OaZ VhRXOd aOVR cOaUif\ WhaW WheVe WechQRORgieV faOO XQdeU WheiU
jXUiVdicWiRQ, aQd CRQgUeVV Pa\ Qeed WR XSdaWe OaZV WR fiOO iQ gaSV cRQceUQiQg QeZ
biRPeWUic WechQRORg\.

EPRWiRQ/AffecW RecRgQiWiRQ

Some companies are using certain biometric features of people to predict their emotional states.
Most frequentl\, an algorithm can use an indiYidual's faceprint (capture of a person's face) to
attempt to predict real-time emotions ² also called "affect recognition."8 HoZeYer, there is no
reliable public eYidence to suggest that people reliabl\ feel Zhat is e[pressed on their faces.
According to one stud\, Zhile people sometimes e[press on their face the Za\ the\ feel (a froZn
for sadness, a scoZl for anger or frustration, etc.), the Za\ people e[press emotions on their face
can Yar\ "substantiall\ across cultures, situations, and eYen across people Zithin a single
situation."9 Other biometric processes companies are e[ploiting to infer emotion include but are
not limited to Yoice anal\sis, gait anal\sis, and eYen e\e tracking.10 We Zill discuss Zhich
sectors these technologies are preYalent in and for Zhat applications these biometric tech
companies are marketing their products.

Employment

Some AI companies are deYeloping algorithms that are intended to help HR departments narroZ
doZn job applicants or monitor/encourage productiYit\ in the Zorkplace. Companies like
HireVue haYe been critici]ed for incorporating facial and other anal\sis into their Yideo
interYieZing softZare Zhich monitors the applicant's e[pressions, their tone of Yoice, perceiYed
traits like "enthusiasm," e\e contact, and their Zord choice. After much pushback from ciYil
rights groups including an official complaint to the FTC from the Electronic PriYac\ Information
Center, the compan\ discontinued their facial anal\sis component of their softZare. The\
claimed that due to their improYements in natural language processing technolog\, "Yisual

10 L\dia Belkadi, "The Proposed ArWificial InWelligence AcW and BiomeWric S\sWems: A Peek inWo Whe Ma]e,"
CeQWUe fRU IT aQd IP LaZ, OcWober 26, 2021,
hWWps://ZZZ.laZ.kXleXYen.be/ciWip/blog/Whe-proposed-arWificial-inWelligence-acW-and-biomeWric-s\sWems-parW-i
/

9 Lisa Feldman BarreWW, eW. al., "EmoWional E[pressions Reconsidered: Challenges Wo Inferring EmoWion
from HXman Facial MoYemenWs," PV\chRlRgical ScieQce iQ Whe PXblic IQWeUeVW, JXl\ 17, 2019,
hWWps://joXrnals.sagepXb.com/doi/10.1177/1529100619832930.

8 KaWe CraZford, "ArWificial InWelligence is Misreading HXman EmoWion," The AWlaQWic, April 27, 2021,
hWWps://ZZZ.WheaWlanWic.com/Wechnolog\/archiYe/2021/04/arWificial-inWelligence-misreading-hXman-emoWion/
618696/
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anal\sis no longer significantl\ added Yalue to the assessments."11 While the compan\'s decision
to stop their Yisual anal\sis is an improYement, Yocal anal\sis can still lead to Yarious biases,
especiall\ against those Zho are nonnatiYe speakers, those Zho haYe certain disabilities, or eYen
those the softZare decides are speaking "too casuall\," for e[ample, or are not using certain
Zords that the algorithm Yalues more highl\. HireVue is not the onl\ compan\ using biometrics
to assess job applicants ² other companies like InterYieZer.AI and M\InterYieZ assess
candidates' faces, bod\ language, and/or Yoices and rank candidates perceiYed characteristics like
"sociabilit\," "humilit\," and "positiYe attitude."12 Not onl\ is the perception of these traits
subjectiYe, but the\ are often not related to someone's abilit\ to do a job Zell.

Other Examples of Emotion Recognition

Other companies are using biometrics for marketing purposes. Some companies are tr\ing to
classif\ people's emotions to see hoZ the\ respond to adYertisements.13 While using people's
perceiYed emotions (eYen if perceiYed inaccuratel\ b\ the algorithm) to determine hoZ the\
respond to an adYertisement ma\ not contribute oYertl\ to e[clusion from a life opportunit\,
there could be some substantiation issues Zith the technolog\ if the product is being sold to
adYertisers. There could also be some priYac\ issues Zith these processes depending on hoZ
collected data is handled. People's faces are integral to Zho the\ are as a person, and companies
collecting data like their faceprints or e[pressions could e[ploit that data b\ selling it or using it
for other purposes. There are massiYe priYac\ and dignit\ concerns Zhen collecting biometrics
about an indiYidual, and it is important that eYen if there is a good business reason to collect
biometrics that the\ not be used for other purposes be\ond Zhat is conYe\ed to the consumer.
While processing of biometric data for research ma\ be reasonable in certain controlled settings
Zith clear user understanding and institutional safeguards, biometric data collection in public
spaces should be significantl\ constrained.

Particularl\ in the emplo\ment conte[t, it is unlikel\ (or at least lacking eYidence) that the Za\ a
person talks, their tone of Yoice, or their facial "microe[pressions" haYe much to do Zith their

13 "Facial recogniWion adYerWising: Whe fXWXre is here," Alfi,
hWWps://ZZZ.geWalfi.com/adYerWising/facial-recogniWion-adYerWising-fXWXre-is-here/; PeWer Adams, "HoZ Mars
measXres Whe emoWional impacW of Yideo ads Xsing AI Wech," MaUkeWiQg DiYe, SepWember 1, 2021,
hWWps://ZZZ.markeWingdiYe.com/neZs/hoZ-mars-measXres-Whe-emoWional-impacW-of-Yideo-ads-Xsing-ai-Wec
h/605882/.

12 InWerYieZer.AI, "WhaW's Whe Wechnolog\ behind iW?" hWWps://inWerYieZer.ai/e[plainable-ai/; Sheridan Wall
and Hilke Schellmann, "We WesWed AI InWerYieZ Tools. Here's ZhaW Ze foXnd," MIT TechQRlRg\ ReYieZ,
JXl\ 7, 2021, hWWps://ZZZ.Wechnolog\reYieZ.com/2021/07/07/1027916/Ze-WesWed-ai-inWerYieZ-Wools/.

11 Ro\ MaXrer, "HireVXe DisconWinXes Facial Anal\sis Screening," SHRM, FebrXar\ 3, 2021,
hWWps://ZZZ.shrm.org/resoXrcesandWools/hr-Wopics/WalenW-acqXisiWion/pages/hireYXe-disconWinXes-facial-ana
l\sis-screening.asp[; Lindse\ ZXaloga, "IndXsWr\ leadership: NeZ aXdiW resXlWs and decision on YirWXal
anal\sis," HireVXe blog, JanXar\ 11, 2021,
hWWps://ZZZ.hireYXe.com/blog/hiring/indXsWr\-leadership-neZ-aXdiW-resXlWs-and-decision-on-YisXal-anal\sis
.
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abilit\ to do their jobs in most cases. While these factors do affect hoZ a hiring manager might
YieZ an applicant, it is unclear Zhether these algorithms are picking up on similar or releYant
factors. These algorithms can rank indiYiduals against preferred characteristics, but these
characteristics can be chosen arbitraril\, likel\ biased against those Zith differences due to
culture or disabilit\, and perhaps unrelated to the indiYidual's job performance. And, as
mentioned, there is little eYidence that an algorithm can accuratel\ predict someone's emotions.
We UecRPPeQd agaiQVW cRPSaQieV XViQg aQ iQdiYidXaO'V biRPeWUicV iQ RUdeU WR eYaOXaWe
WheP aV a jRb aSSOicaQW aV ZeOO aV iQ RWheU cRQWe[WV/VecWRUV WhaW cRXOd deSUiYe aQ iQdiYidXaO
Rf Oife RSSRUWXQiWieV.

BehaYiRUaO IQfeUeQceV

Some AI companies that use biometrics also claim the\ are able to identif\ behaYioral aspects of
people ² such as Zhether someone is l\ing, is a criminal or a threat in some Za\, or eYen
someone's se[ualit\. One compan\, E\eDetect, claims to be able to detect Zhether someone is
telling the truth or not based on pupil dilation and the rapidit\ of e\e moYements. Critics of the
technolog\ claim that human truth-telling is too subtle to accuratel\ detect, Zhich is similar to
the criticism of pol\graph tests.14 This t\pe of algorithm could be particularl\ harmful if used b\
laZ enforcement or other securit\-clearance agencies, for e[ample. Similar to the issues of
Yalidit\ Zith pol\graph tests,15 indiYiduals Zould haYe feZ Za\s to push back against false or
Zrong decisions made b\ the algorithms Zhich could seriousl\ jeopardi]e their rights or
freedoms.

Similarl\, other companies claim that their algorithms can anal\]e people's faces to determine
their jobs, intelligence, or eYen if the\ are a criminal. One compan\ in Israel called Faception
claims it can determine Zhether someone has a "High IQ," is an academic researcher,
professional poker pla\er, bingo pla\er, Zhite-collar offender, terrorist, or eYen pedophile.16 A
research group at Harrisburg UniYersit\ claimed in 2020 that the\ deYeloped an algorithm that
could "predict if someone is a criminal, based solel\ on the picture of their face."17 Another
research group at Stanford UniYersit\ deYeloped an algorithm the\ claimed could determine
someone's se[ual orientation based on a photo of their face.18 These companies and research
groups are pla\ing into the debunked concepts of ph\siognom\ and phrenolog\, Zhich are

18 Sam LeYin, "LGBT groXps denoXnce 'dangeroXs' AI WhaW Xses \oXr face Wo gXess se[XaliW\," The
GXaUdiaQ, SepWember 8, 2017,
hWWps://ZZZ.WhegXardian.com/Zorld/2017/sep/08/ai-ga\-ga\dar-algoriWhm-facial-recogniWion-criWicism-sWanf
ord.

17 "Facial recogniWion Wo 'predicW criminals' sparks roZ oYer AI bias," BBC NeZV, JXne 24, 2020,
hWWps://ZZZ.bbc.com/neZs/Wechnolog\-53165286.

16 FacepWion, "OXr Technolog\," hWWps://ZZZ.facepWion.com/oXr-Wechnolog\

15 "The TrXWh AboXW Lie DeWecWors (aka Pol\graph TesWs)," American Ps\chological AssociaWion,
hWWps://ZZZ.apa.org/research/acWion/pol\graph.

14 hWWps://ZZZ.ZashingWonposW.com/Wechnolog\/2021/11/15/lie-deWecWor-e\e-moYemenWs-conYerXs/
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pseudoscientific notions that an indiYidual's personalit\ or character can be determined from
their appearance.19

CRgQiWiYe IQfeUeQceV

Companies like AffectiYa (noZ part of HireVue) claim their technolog\ can tell Zhether a driYer
is distracted or droZs\ Zhile driYing a car.20 While improYing road safet\ is critical, companies
must proYe that their biometric technolog\ Zorks for a Yariet\ of people, circumstances,
appearances, clothing/accessor\ t\pes, etc. If a car detects driYer distraction and uses that
information to sound an alert or limit the misuse of an actiYe driYing assistance s\stem, for
e[ample, this could be a positiYe use case Zith significant safet\ benefits. HoZeYer, the priYac\
and autonom\ implications of this technolog\ could be seYere if irresponsibl\ combined Zith
laZ enforcement or other e[ternal monitoring ² such as if a car is programmed to automaticall\
summon police  Zhen it (potentiall\ falsel\) detects its driYer is not capable of being behind the
Zheel. Biometric applications can haYe man\ positiYe use cases but necessar\ guardrails need to
be put in place to minimi]e infringement on consumers¶ priYac\ and legal rights.

GRYeUQaQce

There are seYeral laZs and regulations that can likel\ appl\ to biometric processing Zith regards
to predicting emotional, cognitiYe, and behaYioral states. HoZeYer, due to the black bo[ nature
of man\ algorithms, enforcement of these rules ma\ be difficult. We Zill outline the main
releYant laZs and potential limitations to enforcement, as Zell as proYide some polic\
recommendations for mitigating harm these t\pes of algorithms can cause.

Section 5 of the FTC Act

Section 5 of the Federal Trade Commission Act prohibits "unfair or deceptiYe acts and practices
in or affecting commerce." The FTC has a long histor\ of bringing cases against companies Zho
lack scientific substantiation for their claims, and it has said that statements about the efficac\ of
AI and algorithms must be backed up b\ scientific eYidence.21 Of course, the FTC ma\ not haYe
the resources to inYestigate eYer\ single compan\ making these claims about their products ² it
could be helpful for the FTC RU CRQgUeVV WR SaVV UegXOaWiRQV SURhibiWiQg Whe XVe Rf
aOgRUiWhPV SUedicWiQg iQdiYidXaOV' ePRWiRQaO, cRgQiWiYe, aQd behaYiRUaO VWaWeV fRU SaUWicXOaU

21 Elisa, Jillson, "Aiming for WrXWh, fairness, and eqXiW\ in \oXr compan\'s Xse of AI, FedeUal TUade
CRPPiVViRQ BXViQeVV BlRg, April 19, 2021,
hWWps://ZZZ.fWc.goY/neZs-eYenWs/blogs/bXsiness-blog/2021/04/aiming-WrXWh-fairness-eqXiW\-\oXr-compan\s
-Xse-ai

20 AffecWiYa AXWomoWiYe Ai for DriYing S\sWems, AffecWiYa,
hWWps://ZZZ.affecWiYa.com/prodXcW/affecWiYa-aXWomoWiYe-ai-for-driYer-moniWoring-solXWions/.

19 "Face Wo Face: Ph\siognom\ and Phrenolog\," The Shelf: HarYard Blog, SepWember 24,
2012hWWps://blogs.harYard.edX/preserYing/2012/09/24/face-Wo-face-ph\siognom\-phrenolog\/.
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aSSOicaWiRQV, aQd fXUWheUPRUe PaNe e[SOiciW WhaW cRPSaQieV PaNiQg biRPeWUic WechQRORgieV
Qeed WR bacN XS WheiU cOaiPV XQdeU adYeUWiViQg VXbVWaQWiaWiRQ OaZ. This Zould make the
dangers of these algorithms more e[plicit and hopefull\ disincentiYi]e companies from Zorking
on them at all.

Federal/State Antidiscrimination Law

Man\ federal and state laZs prohibit discrimination based on protected classes like race, gender,
skin color, disabilit\, etc. in areas like housing, credit/lending, and emplo\ment. At the federal
leYel, these laZs include the Fair Housing Act, the Equal Credit Opportunit\ Act, and Title VII
of the CiYil Rights Act; at the state leYel, antidiscrimination laZs can be eYen more restrictiYe. If
these products lead to disparate impacts against protected classes in regulated sectors, this is
prohibited under antidiscrimination laZ. HoZeYer, the Yarious agencies that enforce these laZs
ma\ not haYe the resources to go after all companies making these kinds of products. We
UecRPPeQd iQcUeaVed fXQdiQg aQd UeVRXUceV fRU ageQcieV WhaW eQfRUce aQWidiVcUiPiQaWiRQ
OaZ, aV ZeOO aV Whe FTC, WR ideQWif\ aQd WaNe acWiRQ agaiQVW cRPSaQieV WhaW aUe eQgagiQg
ZiWh biRPeWUic-UeOaWed SVeXdRVcieQWific cOaiPV iQ Whe AI VSace; fXUWheUPRUe ageQcieV
eQfRUciQg aQWidiVcUiPiQaWiRQ OaZ VhRXOd cOaUif\ WhaW WheVe WechQRORgieV faOO XQdeU WheiU
jXUiVdicWiRQ, aQd fedeUaO aQd VWaWe OegiVOaWXUeV Pa\ Qeed WR XSdaWe aQWidiVcUiPiQaWiRQ OaZ
WR fiOO iQ gaSV UegaUdiQg ePeUgiQg biRPeWUic SURceVViQg WechQRORg\.

Biometric data laws

While there are some laZs that require consent for biometric data collection (such as the
Biometric Information PriYac\ Act in Illinois),22 Yirtuall\ none e[plicitl\ prohibit data collection
for the purposes of emotion/cognitiYe/behaYior prediction. Some cities like San Francisco haYe
banned the use of facial recognition softZare b\ laZ enforcement and other goYernment
agencies, but these laZs are not specific enough to capture the harm done b\ other t\pes of
biometric data collection and processing.23

CRQcOXViRQ

Ultimatel\, the t\pes of decisions algorithms are being designed to make about people's
emotional, behaYioral, and cognitiYe states are largel\ based on unfounded claims and debunked
pseudoscience. Depending on the application, their usage could lead to serious harm to
indiYiduals and consumers including loss of liberties and basic rights. While Ze haYe laZs that
prohibit man\ of these technologies in theor\, Ze should make more e[plicit the particular kinds

23 KaWe Conger, "San Francisco Bans Facial RecogniWion Technolog\," The NeZ YRUk TiPeV, Ma\ 14,
2019, hWWps://ZZZ.n\Wimes.com/2019/05/14/Xs/facial-recogniWion-ban-san-francisco.hWml.

22 "BiomeWric InformaWion PriYac\ AcW (BIPA)," ACLU Illinois,
hWWps://ZZZ.aclX-il.org/en/campaigns/biomeWric-informaWion-priYac\-acW-bipa.
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of algorithms that should be banned, especiall\ for applications Zith significant legal effects. Our
recommendations Zill help ensure that biometric data collection Zill be limited onl\ to use cases
that can be beneficial to consumers (such as diagnostics) and prohibit the use of pseudoscience
that can cause massiYe harm. We urge the Office to set clear guidelines and Zork Zith other
agencies to establish thoughtful guardrails for hoZ these technologies should be used.

Sincerel\,
Nandita Sampath
Polic\ Anal\st
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