
June 1, 2021

Dave Uejio
Acting Director
Consumer Financial Protection Bureau
1700 G Street, NW
Washington, DC 20552

Re: ReTXeVW fRU IQfRUmaWiRQ aQd CRmmeQW RQ FiQaQcial IQVWiWXWiRQV' UVe Rf AUWificial
IQWelligeQce, iQclXdiQg MachiQe LeaUQiQg

Dear Acting Director Uejio:

Consumer Reports (CR) writes toda\ in response to the Request for Information and Comment on
Financial Institutions' Use of Artificial Intelligence, including Machine Learning. Consumer
Reports is an e[pert, independent, non-profit organi]ation whose mission is to work for a fair, just,
and safe marketplace with and for all consumers and to empower consumers to protect
themselves.1 We applaud the Bureau for collecting information on artificial intelligence (AI) and
machine learning (ML) because these products have the potential to discriminate in financial
services as well as create significant financial consumer harms. Our concerns about the use of AI
and ML in financial services are not unique to technolog\. The\ are about fairness. AI, when
training data is biased, or when algorithms are flawed due to human biases, can reproduce and
further entrench e[isting harms, or create new ones. As AI becomes more integrated into financial
services, it is important for the Bureau to set clear rules for its use.

We recommend that CFPB ensure increased transparenc\ to consumers, testabilit\ and
e[plainabilit\ requirements, and fairness in the algorithm design process.  Specificall\:

1 CR ZRUkV fRU SUR-cRnVXmeU SRlicieV in Whe aUeaV Rf financial VeUYiceV and maUkeWSlace SUacWiceV,
anWiWUXVW and cRmSeWiWiRn SRlic\, SUiYac\ and daWa VecXUiW\, fRRd and SURdXcW VafeW\, WelecRmmXnicaWiRnV
and WechnRlRg\, WUaYel, and RWheU cRnVXmeU iVVXeV in WaVhingWRn, DC, in Whe VWaWeV, and in Whe
maUkeWSlace. CRnVXmeU ReSRUWV iV Whe ZRUld¶V laUgeVW indeSendenW SURdXcW-WeVWing RUgani]aWiRn, XVing iWV
dR]enV Rf labV, aXWR WeVW cenWeU, and VXUYe\ UeVeaUch deSaUWmenW WR UaWe WhRXVandV Rf SURdXcWV and
VeUYiceV annXall\. FRXnded in 1936, CRnVXmeU ReSRUWV haV RYeU 6 milliRn membeUV and SXbliVheV iWV
maga]ine, ZebViWe, and RWheU SXblicaWiRnV.
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Ɣ The XVe Rf algRUiWhmV VhRXld be WUaQVSaUeQW WR Whe eQd XVeUV. When algorithms make
decisions about consumers the individual should have notice that an algorithm was used.

Ɣ AlgRUiWhmic deciViRQ-makiQg VhRXld be WeVWable fRU eUURUV aQd biaV. Algorithms
should be able to be tested b\ outside researchers and investigators.

Ɣ AlgRUiWhmV VhRXld be deVigQed ZiWh faiUQeVV aQd accXUac\ iQ miQd. Companies
should not simpl\ rel\ on outsiders to detect problems with their algorithms; instead,
companies should be required to plan for and design to avoid adverse consequences at all
stages of the development of algorithms. This includes but is not limited to: training data
usage, model design, and testing procedures.

Ɣ AlgRUiWhmic deciViRQ-makiQg VhRXld aYRid Whe XVe Rf daWa VeWV aV SUR[ieV fRU
SURWecWed aWWUibXWeV. Algorithms can onl\ serve to address the question posed to them.
Where possible, algorithms should avoid using factors that can serve as pro[ies for
prohibited factors such as race.  Factors such as ]ip code and education have been found
to serve as such pro[ies, so should onl\ be used in algorithms where information about
education or address are essential. As the use of alternative data rises, it is important that
these new data points are carefull\ chosen to avoid acting as prohibited factors.

Ɣ AlgRUiWhmic deciViRQ-makiQg SURceVVeV WhaW cRXld haYe VigQificaQW cRQVXmeU
cRQVeTXeQceV VhRXld be e[SlaiQable. In some cases, algorithms are programmed to
learn or evolve over time, such that a developer might not know wh\ certain inputs lead
to certain results. This could lead to unfair results if there is no meaningful accountabilit\
for how decisions are made. If an algorithm is (1) used for a significant purpose, like the
determination of a credit score and (2) cannot be sufficientl\ e[plained, then the process
should not be used.2

Ɣ If Whe XVe Rf AI RU algRUiWhmV iQ fiQaQcial VeUYiceV leadV WR leVV faiU RU iQclXViYe
RXWcRmeV, iW VhRXld QRW be XVed. Much of the innovation in the financial space attempts
to include underserved populations in services previousl\ unavailable to them. If these
algorithms result in further discriminator\ impacts to the same or different populations,
the\ should not be used.

BackgURXQd

AI is a broad term that means using data to make predictions or classifications about future data
points. An algorithm is simpl\ a set of instructions to make these predictions and classifications.
Data is used to train an algorithm so that it can make more accurate decisions. The ke\ to all of
this: the algorithm can onl\ be as good as the qualit\ of the data it is fed. Certain kinds of
algorithms have been around for decades and have been commonl\ used for statistical modeling.

2 JXVWin BURRkman, KaWie McInniV, Re: PRVW-HeaUing CRmmenWV Rn AlgRUiWhmV, AUWificial InWelligence, and
PUedicWiYe Anal\WicV fRU Whe FedeUal TUade CRmmiVViRn¶V HeaUingV Rn CRmSeWiWiRn and CRnVXmeU
PURWecWiRn in Whe 21VW CenWXU\ Rn NRYembeU 13-14, 2018, FTC-2018-0101, aYailable aW
hWWSV://adYRcac\.cRnVXmeUUeSRUWV.RUg/ZS-cRnWenW/XSlRadV/2019/02/CR-AI-FTC-cRmmenWV.Sdf.
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However, newer t\pes of algorithms tend to be less e[plainable to the public and even to the
engineers who design them, particularl\ when the task is more complicated ² like tr\ing to
classif\ an image as containing a certain object or even predicting human behavior.3 In financial
services, algorithms are routinel\ used to determine auto insurance rates, creditworthiness, and
willingness to pa\, to name just a few e[amples.4

Proponents advocate for the use of artificial intelligence in financial services, claiming it can
³reduce human biases and errors.´5 Algorithms are often positioned to consumers, regulators, and
financial institutions as e[panding access to financial services6 and/or decreasing bias in the
provision or pricing of services.7 Claims of objectivit\ and proof notwithstanding, algorithms can
and sometimes do e[acerbate bias or have une[pected discriminator\ effects, as numerous
e[amples have demonstrated.8 While there are laws that prohibit discrimination, there are not laws
in place that ensure sufficient transparenc\, testing or accountabilit\ of algorithms.

Algorithmic discrimination occurs when an automated decision s\stem repeatedl\ creates unfair or
inaccurate outcomes for a particular group. CR has documented numerous areas in which the use
of algorithms raises questions of discrimination. For e[ample, CR research shows that when auto
insurers use factors such as education, job status, and ]ip code to price policies, consumers of color
pa\ higher prices than risk can e[plain.9

There are man\ sources of bias when designing an algorithm to complete a certain task, but man\
of them revolve around human error. Non-inclusive datasets (datasets that ma\ not full\ represent
the populations the algorithm is tr\ing to make decisions for) or biased data collection methods can
lead to poor outcomes in algorithmic decision making for those who are underrepresented in the
training data. Other t\pes of error can arise from the specific t\pe of model being used as well as

9 See eg hWWSV://ZZZ.cRnVXmeUUeSRUWV.RUg/cUR/caU-inVXUance/aXWR-inVXUance-VSecial-UeSRUW1/inde[.hWm
and
hWWSV://ZZZ.cRnVXmeUUeSRUWV.RUg/caU-inVXUance/Zh\-\RXU-edXcaWiRn-and-jRb-cRXld-mean-\RXUe-Sa\ing-WR
R-mXch-fRU-caU-inVXUance/.

8 PURPXblica and CRnVXmeU ReSRUWV: AXWR InVXUeUV ChaUging HigheU RaWeV in SRme MinRUiW\
NeighbRUhRRdV, FiUVW-Rf-iWV-kind anal\ViV findV SUicing diVSaUiWieV beWZeen minRUiW\ and nRn-minRUiW\
neighbRUhRRdV cannRW be e[Slained b\ aYeUage UiVkV, VXggeVWV SRWenWial Uedlining,
hWWSV://ZZZ.cRnVXmeUUeSRUWV.RUg/media-URRm/SUeVV-UeleaVeV/2017/04/SURSXblica_and_cRnVXmeU_UeSRUWV
_aXWR_inVXUeUV_chaUging_higheU_UaWeV_in_VRme_minRUiW\_neighbRUhRRdV11/.

7 ³AUWificial inWelligence (AI) SUeVenWV an RSSRUWXniW\ WR WUanVfRUm hRZ Ze allRcaWe cUediW and UiVk, and WR
cUeaWe faiUeU, mRUe inclXViYe V\VWemV.´ AaURn Klein, BURRkingV InVWiWXWiRn, RedXcing biaV in AI-baVed
financial VeUYiceV, hWWSV://ZZZ.bURRkingV.edX/UeVeaUch/UedXcing-biaV-in-ai-baVed-financial-VeUYiceV/.

6 See fRU e[amSle, LendUS: ³We cRnVideU all W\SeV Rf cUediW hiVWRU\. JXVW becaXVe \RXU cUediW VcRUe ma\
be "nRW-VR-gUeaW" dReVn'W mean \RX can'W geW aSSURYed.´ hWWSV://ZZZ.lendXS.cRm/

5 OliYeU W\man, InVighWV AUWificial InWelligence ASSlicaWiRnV in Financial SeUYiceV,
hWWSV://ZZZ.RliYeUZ\man.cRm/RXU-e[SeUWiVe/inVighWV/2019/dec/aUWificial-inWelligence-aSSlicaWiRnV-in-financia
l-VeUYiceV.hWml.

4 AaURn Klein, "RedXcing BiaV in AI-enabled Financial SeUYiceV," BURRkingV InVWiWXWiRn, JXl\ 10, 2020.
hWWSV://ZZZ.bURRkingV.edX/UeVeaUch/UedXcing-biaV-in-ai-baVed-financial-VeUYiceV/.

3 Will KnighW, "The DaUk SecUeW aW Whe HeaUW Rf AI," MIT TechnRlRg\ ReYieZ, ASUil 11, 2017.
hWWSV://ZZZ.WechnRlRg\UeYieZ.cRm/2017/04/11/5113/Whe-daUk-VecUeW-aW-Whe-heaUW-Rf-ai/.
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the attributes of the data the engineer chooses as being important to the final outcome. Overall,
while man\ companies claim that their algorithms lack bias and are significantl\ better than
humans for decision making, there are still man\ steps in the process of designing algorithms that
require human intervention. While man\ algorithmic technologies are improving, the\ will likel\
never be perfect.10

A major reason wh\ algorithms can perpetuate discrimination against minorities is due to biases
that often stem from societal inequities. For e[ample, Black borrowers are more likel\ to be sued
on debts,11 and are therefore overrepresented in debt collection data. Due to s\stemic racism, Black
and Latin[ Americans are more likel\ to have damaged credit or a lower credit score compared to
their white counterparts,12 and are more likel\ to be sold high-cost, unmanageable loans.13 Black
and Latin[ Americans are more likel\ than white or Asian Americans to lack a credit score, also
known as being ³credit invisible.´14

Algorithmic bias will likel\ be a crucial area of polic\ in the near future as these technologies
become more common in ever\da\ life. CR is committed to racial justice, fairness and greater
transparenc\ in addressing bias in algorithms. The current lack of regulation surrounding
algorithms has created a "Wild West" for man\ companies using AI and has the abilit\ to do major
damage to marginali]ed communities and consumers in general.

Against this backdrop, it is urgent that the Bureau take action.

RiVkV Rf AI aQd ML iQ FiQaQcial SeUYiceV

Financial institutions have begun to use algorithmic decision-making and artificial intelligence for
a variet\ of applications including credit scoring, lending decisions, fraud detection, and
personali]ed financial advice. Unfortunatel\, some of these applications have the potential to be
discriminator\ towards certain communities due to algorithmic bias. Because man\ companies
treat their algorithms as trade secrets and there are few laws regulating the transparenc\ of
algorithms in the financial polic\ space, man\ of the methods and practices of these companies are
not being scrutini]ed or regulated appropriatel\. The data collection processes, model usage, and

14 DaWa PRinW: CUediW InYiVibleV, CFPB Office Rf ReVeaUch, Ma\ 2015.
hWWSV://fileV.cRnVXmeUfinance.gRY/f/201505_cfSb_daWa-SRinW-cUediW-inYiVibleV.Sdf aW 6.

13 JRnnelle MaUWe, "WellV FaUgR VWeeUed blackV and LaWinRV WRZaUd cRVWlieU mRUWgageV, PhiladelShia
laZVXiW allegeV," LRV AngeleV TimeV, Ma\ 16, 2017,
hWWSV://ZZZ.laWimeV.cRm/bXVineVV/la-fi-ZellV-faUgR-ShiladelShia-20170516-VWRU\.hWml.

12 "PaVW ImSeUfecW: HRZ CUediW ScRUeV and OWheU Anal\WicV 'Bake In' and PeUSeWXaWe PaVW DiVcUiminaWiRn,"
NaWiRnal CRnVXmeU LaZ CenWeU, Ma\ 2016.
hWWSV://ZZZ.nclc.RUg/imageV/Sdf/cUediW_diVcUiminaWiRn/PaVW_ImSeUfecW050616.Sdf.

11 PaXl Kiel and Annie Waldman, "The CRlRU Rf DebW: HRZ CRllecWiRn SXiWV STXee]e Black
NeighbRUhRRdV," PURPXblica, OcWRbeU 8, 2015.
hWWSV://ZZZ.SURSXblica.RUg/aUWicle/debW-cRllecWiRn-laZVXiWV-VTXee]e-black-neighbRUhRRdV.

10 ChUiV CaUXVR, "Wh\ AI Zill neYeU be SeUfecW," SeSWembeU 18, 2016.
hWWSV://mediXm.cRm/@chUiVcaUXVR/Zh\-ai-Zill-neYeU-be-SeUfecW-c34aec481048.
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testing procedures for mitigating bias and ensuring accurac\ are often opaque to both polic\makers
and consumers. We will discuss how risks and biases arise in algorithms, wh\ the\ can be
discriminator\ or otherwise problematic, and appropriate legal and practical mitigation strategies.

A. BiaVeV iQ DaWa

Bias in artificial intelligence and other automated decision-making can stem from a variet\ of
factors. Training data, the data that algorithms use to learn from, can often be one of the culprits.
Datasets that are not inclusive of the population the algorithm is tr\ing to make decisions about
can contribute to skew in algorithmic decisions, and this can come from biased data collection
methods or lack of data on certain populations which can often stem from societal inequities.15

Another aspect of the algorithm design process is feature selection, when the engineer chooses
what kinds of data should inform the output. For e[ample, an engineer at Compan\ A can design
an algorithm that attempts to predict risk for auto insurance pricing such that it takes an input of
someone's credit histor\ and their driving record. Often, feature selection can be rather arbitrar\ ²
an engineer at Compan\ B that designs an algorithm with the same goal can choose, for e[ample,
car make/model and current income as inputs for their algorithm. Ultimatel\, the data that ends up
being used as predictors reall\ depends on the algorithm designers as well as the availabilit\ of
data. Feature selection can contribute to discriminator\ outputs if not chosen thoughtfull\, while
also making sure that the features chosen are not pro[ies for protected classes (if prohibited) like
race, gender, etc.16 An individual might get rated as lower risk b\ one compan\ compared to
another, simpl\ because of the data being used to make this decision ² for e[ample, a someone
with a good credit score and driving record but with an older car might be rated more highl\ b\
Compan\ A than the\ would b\ Compan\ B since their older car might hurt their risk score, and
Compan\ B disregards credit histor\ and driving record.

Overfitting is another issue that could lead to bias or discriminator\ outcomes in financial models.
Overfitting occurs when a model is trained on data that is not representative of the larger
population the model is designed to make decisions about; therefore, the model is not as accurate
for other segments of the population that were not included in the training data.17 For e[ample, if
an app uses artificial intelligence to advise consumers on how to invest in stocks and onl\ uses
data from 2007 to make predictions about how the markets behave, then consumers might lose
mone\ since the market in 2021 might behave much differentl\ than it did in 2007. The app would
likel\ give financial advice onl\ relevant to that particular \ear rather than taking into account
overall market trends over man\ \ears. Overfitting could also lead to discriminator\ outcomes in

17 "OYeUfiWWing in Machine LeaUning: WhaW iW iV and HRZ WR PUeYenW IW." EliWe DaWa Science,
hWWSV://eliWedaWaVcience.cRm/RYeUfiWWing-in-machine-leaUning.

16 BaURcaV and SelbVW, "Big DaWa'V DiVSaUaWe ImSacW."

15 SRlRn BaURcaV and AndUeZ SelbVW, "Big DaWa'V DiVSaUaWe ImSacW," CalifRUnia LaZ ReYieZ, JXne 2016,
hWWSV://ZZZ.califRUnialaZUeYieZ.RUg/ZS-cRnWenW/XSlRadV/2016/06/2BaURcaV-SelbVW.Sdf.
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lending or credit scoring algorithms if onl\ certain parts of the population are represented in
training data, and could classif\ those underrepresented as "higher risk" which can prevent them
from accessing credit when the\ need to.

B. UVe Rf AlWeUQaWiYe DaWa aQd MRdelV

Some alternative credit score companies claim that using nontraditional data and modeling
techniques can be more inclusive of those who have historicall\ been "credit invisible."18 However,
more research needs to be done in order to ensure that new wa\s of assessing and providing people
with credit opportunities are both fair and inclusive. Groups like FinRegLab are looking at wa\s
that alternative data such as using information from banks and small business software to e[pand
access to those historicall\ left out b\ traditional credit scoring models.19 But, it is overall unclear
how alternative credit score companies are dealing with risk management of using alternative data
and whether the\ are using data control processes. This data can include information that has not
traditionall\ been included on credit reports such as social media activit\, internet browser histor\,
utilit\ bill or telecom pa\ments, and educational background.20 Not onl\ does this raise privac\
concerns that could lead to a chilling of free e[pression, but there is little evidence that these t\pes
of data are actuall\ effective in calculating credit risk.

Alternative data companies making these evaluations ma\ be pulling information from datasets
that might be incomplete or non-inclusive of the populations for which the\ are making
decisions.21 Under the Fair Credit Reporting Act (FCRA), the credit reporting agenc\ and the
information provider are responsible for correcting errors on a consumer report.22 However, some
of these alternative bureaus tr\ to dodge being classified as a credit reporting agenc\ in attempts to
avoid regulation under the FCRA, and there is some uncertaint\ among the courts in determining
whether some of these bureaus are covered b\ the FCRA.23 Due to the legal ambiguit\, it is unclear
whether these companies are required to provide pathwa\s for consumers to correct errors in their
reports or even notif\ consumers what kinds of data is being collected and how their score is

23 Chi Chi WX, "DaWa GaWheUeUV EYading Whe FCRA Ma\ Find ThemVelYeV SWill in HRW WaWeU," NaWiRnal
CRnVXmeU LaZ CenWeU, JXne 14, 2019,
hWWSV://libUaU\.nclc.RUg/daWa-gaWheUeUV-eYading-fcUa-ma\-find-WhemVelYeV-VWill-hRW-ZaWeU.

22 "DiVSXWing EUURUV Rn CUediW ReSRUWV," FedeUal TUade CRmmiVViRn: CRnVXmeU InfRUmaWiRn, FebUXaU\
2017, hWWSV://ZZZ.cRnVXmeU.fWc.gRY/aUWicleV/0151-diVSXWing-eUURUV-cUediW-UeSRUWV; "CRnVXmeU Financial
DaWa: Legal and RegXlaWRU\ LandVcaSe (WRUking PaSeU)" FinRegLab,
hWWSV://finUeglab.RUg/caVh-flRZ-daWa-in-XndeUZUiWing-cUediW/cRnVXmeU-financial-daWa-legal-and-UegXlaWRU\-la
ndVcaSe-ZRUking-SaSeU/.

21 Mikella HXUle\ and JXliXV Adeba\R, "CUediW ScRUing in Whe EUa Rf Big DaWa," Yale JRXUnal Rf LaZ &
TechnRlRg\, 2016, hWWSV://digiWalcRmmRnV.laZ.\ale.edX/cgi/YieZcRnWenW.cgi?aUWicle=1122&cRnWe[W=\jRlW

20 "Financial TechnRlRg\: AgencieV ShRXld PURYide ClaUificaWiRn Rn LendeUV' UVe Rf AlWeUnaWiYe DaWa," US
GRYeUnmenW AccRXnWabiliW\ Office, DecembeU 2018, hWWSV://ZZZ.gaR.gRY/aVVeWV/700/696149.Sdf.

19 "PURceVV," FinRegLab, hWWSV://finUeglab.RUg/#SURceVV.

18 "The UVe Rf CaVh-FlRZ DaWa in UndeUZUiWing CUediW," FinRegLab,
hWWSV://finUeglab.RUg/caVh-flRZ-daWa-in-XndeUZUiWing-cUediW.
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calculated. It is possible that some companies are collecting thousands of data points and
processing them in a manner that further complicates transparenc\ to the consumer (for e[ample,
processing and reducing something as complicated as social media usage to arbitrar\ data points),
even if the\ were given access to this information. Furthermore, the t\pes of models these
companies are using might be more comple[ than traditional scoring models, which could further
preclude transparenc\ on how the algorithm arrived at its final result.

C. MRdel T\Se

The t\pe of model chosen for decision-making can often contribute to an increase or decrease in
accurac\ rates. For e[ample, standard models used in machine learning like linear and logistic
regressions have been used in statistical decision-making for decades and are also relativel\ eas\
to understand. The public is able to interpret how the factors under consideration led to the
decision. The downside of these model t\pes is that their simplicit\ can lower accurac\ rates for
certain kinds of data ² although it is more straightforward to e[plain wh\ the model doesn't work
for certain individuals or groups.24 Neural networks, a newer and more complicated model t\pe,
are often used for more comple[ decisions due to its potential for higher accurac\ rates. The
downside here is that the model itself is relativel\ opaque ² even to the engineers that use them. It
is near impossible to identif\ e[actl\ wh\ a decision can be inaccurate or wrong when a neural
network is used because there are often thousands if not millions of data points being fed into the
s\stem. For this reason, we recommend against using these s\stems for critical decision-making
like credit scoring and lending decisions that must be transparent.25 Overall, there is sometimes a
trade-off between accurac\ and interpretabilit\, something financial institutions need to keep in
mind particularl\ for more sensitive applications that affect people's access to basic resources like
credit.26 Regardless, an\ financial product or service that affects someone's abilit\ to access
financial opportunities needs to be interpretable, whether AI is used or not.

D. D\Qamic USdaWiQg

Algorithmic decision-making is made even less transparent b\ the fact that the algorithms are often
changing, a process referred to as d\namic updating. As an algorithm is fed more training data
over time, it can adjust its behavior in response. For e[ample, if engineers build a s\stem that
provides personali]ed advice on how individuals can adjust their spending habits to save mone\

26 ShaUa\X Rane, "The Balance: AccXUac\ YV. InWeUSUeWabiliW\."

25 ZhRngheng Zhang, "OSening Whe black bR[ Rf neXUal neWZRUkV: meWhRdV fRU inWeUSUeWing neXUal neWZRUk
mRdelV in clinical aSSlicaWiRnV," AnnalV Rf TUanVlaWiRnal Medicine, JXne 2018,
hWWSV://ZZZ.ncbi.nlm.nih.gRY/Smc/aUWicleV/PMC6035992/; CRnRU O'SXlliYan, "InWeUSUeWable YV. E[Slainable
Machine LeaUning," TRZaUdV DaWa Science, SeSWembeU 17, 2020,
hWWSV://WRZaUdVdaWaVcience.cRm/inWeUSeUable-YV-e[Slainable-machine-leaUning-1fa525e12f48.

24 ShaUa\X Rane, "The Balance: AccXUac\ YV. InWeUSUeWabiliW\," TRZaUdV DaWa Science, DecembeU 3, 2018,
hWWSV://WRZaUdVdaWaVcience.cRm/Whe-balance-accXUac\-YV-inWeUSUeWabiliW\-1b3861408062.
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and discover it is more accurate for people who do not spend much on transportation, the\ might
look to ensure that their training data adequatel\ represents people who DO spend significantl\ on
transportation. As engineers adjust training data and other parameters, the algorithm's outputs can
differ even with the same inputs. Similarl\, if an algorithm is found to have discriminator\
impacts, the compan\ can adjust that algorithm to mitigate the issue.

Due to the lack of transparenc\ requirements, companies do not need to inform consumers or
others about the changes the\ are making. This can be concerning for victims of discrimination
who cannot find out the details of the ² since modified ² algorithm that had caused them harm.
For purposes of regulator\ oversight, it will be essential to set strong requirements for public
documentation which should include updates to training data, other adjusted parameters, and how
the algorithm learned over time.

E. MRdel AccXUac\ aQd TeVWiQg

Poor accurac\ rates of an algorithm can have significant harmful impacts on consumers. An
e[ample of this is automated savings apps that, when authori]ed to access a person's savings and
checking accounts, claim to anal\]e income and spending trends and move mone\ to a savings
account to help a customer save mone\ over time. However, there are risks associated with this
business model ² it is possible that this algorithm could cause an overdraft if a customer
withdraws more than the model predicts the\ would.27 For individuals or households with a lower
or unstable income, this could be particularl\ dangerous. According to data from 2015, 60 percent
of households e[perienced a financial shock within the previous \ear, and the median household
spent half a month's income on its most e[pensive financial shock.28 It is unclear to what e[tent
automated savings companies are taking into account variabilit\ in spending in their algorithms,
especiall\ in the cases of a financial shock. Automated savings companies like Digit acknowledge
that overdrafting due to their algorithms is a potential risk (although the\ claim the risk is "ver\
unlikel\"29), and state that the\ will reimburse insufficient funds fees for the first two instances of
overdrafting due to their algorithms.30 However, it is unclear how companies like Digit test their
algorithms and put guardrails in place to take into account and mitigate the impacts of outliers.

30 "DigiW HelS CenWeU: GeWWing cRYeUed fRU RYeUdUafW feeV caXVed b\ DigiW VaYeV,"
hWWSV://helS.digiW.cR/hc/en-XV/aUWicleV/205360247-GeWWing-cRYeUed-fRU-RYeUdUafW-feeV-caXVed-b\-DigiW-VaYe
V

29 "DigiW: FUeTXenWl\ AVked QXeVWiRnV," hWWSV://digiW.cR/faT.

28 "HRZ dR familieV cRSe ZiWh financial VhRckV?" The PEW ChaUiWable TUXVWV, OcWRbeU 2015,
hWWSV://ZZZ.SeZWUXVWV.RUg/a/media/aVVeWV/2015/10/emeUgenc\-VaYingV-UeSRUW-1_aUWfinal.Sdf

27 Anna LaiWin, ChUiVWina TeWUeaXlW, and JXliana CRWWR, "LeWWeU WR CFPB Rn CRnVXmeU ReSRUWV SaYingV
SeUYiceV EYalXaWiRnV," CRnVXmeU ReSRUWV, MaUch 9, 2020,
hWWSV://adYRcac\.cRnVXmeUUeSRUWV.RUg/ZS-cRnWenW/XSlRadV/2020/03/Final-SaYingV-LeWWeU-MaUch-9-2020.Sd
f
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Furthermore, there is also the issue of "snake oil" that is unfortunatel\ common in several
companies in the AI space, including some in the financial sector.31 Some companies claim that
their technolog\ is capable of doing certain things that are unsubstantiated b\ science, or claim that
the correlations between different phenomena are actuall\ due to causation. For e[ample,
companies like Lemonade claim that the\ can detect insurance fraud from videos of individuals
discussing insurance claims based on how the\ speak and/or look.32 While certain insurance issues
ma\ not be under the jurisdiction of the CFPB, without more regulation there could be similar
t\pes of unsubstantiated or pseudoscientific claims made b\ companies in the broader financial
space.

Due to the lack of transparenc\ and d\namic nature of AI, it is difficult to hold companies
accountable for the harms that inaccurate models can cause. As there are real financial
consequences for individuals who rel\ on services that use AI, stronger testing and transparenc\
standards are needed to ensure robust accurac\ rates and prevent harm.

F. UVe Rf ThiUd PaUW\ AI

The main concern when using AI developed b\ third parties is that the algorithm can essentiall\ be
a black bo[. All the problems with algorithms being opaque and potentiall\ biased are e[acerbated
when those algorithms are used b\ or licensed to third parties that have even less visibilit\ into
how the algorithms work and less ownership over the accurac\ of the results. If an institution is
concerned about bias arising in its processes when using a third part\'s AI technolog\, it needs
information from the third part\ about how the model was designed including information about
the training data, model t\pe, how the\ tested for bias, etc. It is often not the case that third parties
provide this information to the groups the\ sell to, as companies treat their technolog\ and
algorithms as trade secrets and there are few requirements mandating this disclosure.

UQceUWaiQW\ iQ ASSlicaWiRQ Rf FaiU LeQdiQg LaZV

Due to the lack of algorithmic transparenc\ and testing standards, it is unclear how financial
institutions' use of algorithms complies with e[isting fair lending laws. The potential for
discrimination has been previousl\ discussed, but it is difficult to sa\ to what e[tent these
companies are testing for and mitigating disparate impacts.

The Equal Credit Opportunit\ Act (ECOA), which is implemented b\ Regulation B, requires
creditors to notif\ an applicant of the principal reasons for taking adverse action for credit or to
provide an applicant a disclosure of the right to request those reasons. Currentl\, the official

32 hWWSV://ZZZ.lemRnade.cRm/faT

31 AUYind NaUa\anan, "HRZ WR UecRgni]e AI Vnake Ril," PUinceWRn UniYeUViW\,
hWWSV://ZZZ.cV.SUinceWRn.edX/aaUYindn/WalkV/MIT-STS-AI-VnakeRil.Sdf

9



interpretation of �1002.9(b)(2) states that the creditor need not describe how or wh\ a factor
adversel\ affected an applicant (for e[ample, the notice ma\ sa\ ³length of residence´ rather than
³too short a period of residence.´).33 This allowed fle[ibilit\ could potentiall\ be taken advantage
of b\ creditors as the\ adopt more AI tools that further lead to vagueness for credit decisions.
Consumers deserve concrete reasons for wh\ the\ are denied credit, regardless of if AI is used to
make that decision. Unfortunatel\, AI can often make decisions with little insight as to how the
algorithm arrived at its final result. The use of AI in determining credit underwriting should not be
used as an e[cuse for creditors to further avoid clarit\ when taking adverse action. If creditors
discover that integrating AI into their decision-making hinders the abilit\ to identif\ reasons for
taking adverse action, the\ should simpl\ avoid using AI.

CRQclXViRQ

Two engineers designing algorithms with the same goal in mind could potentiall\ approach
algorithm design drasticall\ differentl\ ² including but not limited to dataset and data processing
choices, model t\pe, and feature selection ² which could therefore affect bias and accurac\ rates
differentl\. All of these choices are made b\ engineers and/or their teams, people who have human
biases. Some companies in the financial space claim that their algorithms "can reduce human
biases and errors caused b\ ps\chological and emotional factors"34 but this is rarel\ true.
Algorithms involve human input at all stages of the design process, therefore imbuing human bias
into automated decision s\stems.35 With these concerns, we recommend the following:

● The XVe Rf algRUiWhmV VhRXld be WUaQVSaUeQW WR Whe eQd XVeUV.

● AlgRUiWhmic deciViRQ-makiQg VhRXld be WeVWable fRU eUURUV aQd biaV.

● AlgRUiWhmV VhRXld be deVigQed ZiWh faiUQeVV aQd accXUac\ iQ miQd.

● The daWa VeW XVed fRU algRUiWhmic deciViRQ-makiQg VhRXld aYRid Whe XVe Rf SUR[ieV
fRU SURhibiWed facWRUV.

● AlgRUiWhmic deciViRQ-makiQg SURceVVeV WhaW cRXld haYe VigQificaQW cRQVXmeU
cRQVeTXeQceV VhRXld be e[SlaiQable.

35 "BiaV in AI: WhaW iW iV, T\SeV & E[amSleV Rf BiaV & TRRlV WR fi[ iW," AI MXlWiSle, ASUil 17, 2021,
hWWSV://UeVeaUch.aimXlWiSle.cRm/ai-biaV/.

34 OliYeU W\man, "InVighWV: AUWificial InWelligence ASSlicaWiRnV in Financial SeUYiceV,"
hWWSV://ZZZ.RliYeUZ\man.cRm/RXU-e[SeUWiVe/inVighWV/2019/dec/aUWificial-inWelligence-aSSlicaWiRnV-in-financia
l-VeUYiceV.hWml.

33 "� 1002.9 NRWificaWiRnV.," CRnVXmeU Financial PURWecWiRn BXUeaX,
hWWSV://ZZZ.cRnVXmeUfinance.gRY/UXleV-SRlic\/UegXlaWiRnV/1002/9/#b-2
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● If Whe XVe Rf AI RU algRUiWhmV iQ fiQaQcial VeUYiceV leadV WR leVV faiU RU iQclXViYe
RXWcRmeV, iW VhRXld QRW be XVed.

The purpose of artificial intelligence is to attempt to mimic human thinking ² ideall\, the more
the algorithm learns from its environment or b\ interacting with a user, the better it can perform its
task. However, current AI s\stems operate nowhere near this level and this can have significant
discriminator\ and otherwise harmful impacts on consumers using financial products. It is
important that innovation using AI in the financial space is done carefull\. While the use of
alternative data and AI/ML has the potential to be more inclusive of populations previousl\
e[cluded from financial services, it also has the potential to further discriminate against certain
groups, which is especiall\ worrisome considering some financial products and services are
alread\ out of reach for man\. AI brings along new risks that must be mitigated in order for these
products to be deplo\ed in a fair and inclusive manner. We urge the Bureau to establish clear rules
regarding AI transparenc\, data usage, and algorithm design requirements in financial services to
ensure consumer safet\.

Sincerel\,

Nandita Sampath
Polic\ Anal\st
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